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Laplace Approximation for
OOD Detection?

In our paper, we approach the OOD detection task with
Laplace approximation. We show the misalignment between
the properties of the Fisher information matrix (FIM) used in
Laplace approximation and the distribution of classes in
common datasets, which limits the OOD detection
performance. For instance, the long tail of FIM's spectral
distribution does not help reflect a more uniform distribution
of class embeddings for CIFAR-10 and CIFAR-100 datasets.
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Figure 1. Spectral
distribution of
empirical Fisher

Figure 2. 2D projections of CIFAR-10 (left) and CIFAR-100 (right) model
embeddings.

Identity Curvature
Laplace Approximation

Such issues hinder the Laplace approximation
performance on OOD detection. Thus, we present
ICLA, a Laplace approximation without all second-
order information. Our approach results in better OOD
detection and lowers computation costs. We compare
ICLA with common Laplace approximation variations
and state-of-the-art non-Bayesian OOD detection
methods and show its competitive performance.
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88.03£0.25 90.73+043
82874185 87.96+061
87.11£0.61 9042141
88.68+£0.28 9348024
81.54£0.51 8532143
7527+1.88 7849+231

8027£0.11 77.76 044
7990£0.11 79.28+0.21
80.77+£0.05 80.39+049
7498+0.13 81.70+0.62
7895£0.18 7692+ 1.16
78204221 80.58+2.56

8334006 90.13£0.09
80.27£0.08 91.71£0.19
8187098 92.31+0.56
7868024 91.26+0.19
80.18£0.25 89.81+0.61
79.38+1.93 92.74+191

ICLA
ICLAero

9001021 9250£0.38
90.56+0.23 93.18 £0.45

81.45+0.10 80.79£046
8138028 82.49+0.60

8188+0.10 89.45+0.14
80.70£0.10 89.82+0.11

Table 1. OOD detection results.

Why Laplace Approximation Might not
Work in Your Case, but ICLA will

We analyze the root of this intriguing result, showing that the
performance of classical Laplace approximation depends on the
structure of the selected dataset. We demonstrate how the
difference in performance between the classical Laplace
approximation and ICLA vanishes when moving from a highly
separable dataset to a less separable one. This experiment
indicates that standard Laplace approximation fails for datasets
with separable classes. ICLA does not have such an issue.
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Figure 4. Data separability experiment. Gradually
moving from a separable (C100-5-SP) to less separable
dataset (C100-5-NSP), we observe how standard LLLA
begins to estimate uncertainty better than its alternative
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